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• Analysis of privacy datasets and properties of controversially 
labelled images 

• Propose eight privacy-specific and human-interpretable features 
for privacy classification (8PS)
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Results

We proposed a set of privacy-specific, human-interpretable features 
that achieves comparable performance to higher-dimensional features

Method

An interpretable and extensible method for privacy classification
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o Improved performance over higher dimensional deep features 
o Improve the performance of deep features

Contribution

Goal

No privacy label was chosen by more than 65% of annotators
Controversial images
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Conclusion

MLP on deep and 8PS features, F1 score
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percentage of private images in the subset

Dataset content

LogReg on different subsets of features

BA - balanced accuracy, F1 - f1 score for private class
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