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Systems

genetics

Privacy 

protection

To capture complex patterns

across multiple biological data layers 

& highlight key elements of these patterns

To discover complex relationships between 

similar, hierarchical or correlated (private) 

concepts in audio and video data

Multiple sources 

of information 

Learn Explain

Networks

classic approaches 

fail to capture patterns 

across biological layers 

(only pairwise comparisons)

secondary information of AI systems:

irrelevant for intended purpose 

but may bias the prediction 

& infringe upon users’ privacy

Semantic reasoning

• Graph construction & refinement

• Semantic concepts

• Rules discovery

• Attention-driven concept selection 



Adapted from:

• Li, H. et al., An Integrated Systems Genetics and Omics Toolkit to Probe Gene Function. Cell Syst, 2018

• Zitnik, M. et al., Machine learning for integrating data in biology and medicine: Principles, practice, and 

opportunities. Information Fusion, 2019

Genome Metabolome PhenomeProteomeTranscriptome

No disease
GeneX associated with no disease

AND Low expression in Liver

AND Normal blood pressure

Disease
GeneY associated with disease

AND High expression in Liver

AND High blood pressure



ObjectsSceneIdentity Voice

Public
The video does not disclose

personal / protected / 

confidential information 

Private
The video discloses

personal / protected / 

confidential information 

Activity



Personalisation, gamification 

& user feedback
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Networks

Post-hoc 

explainability

User-guided 

explainability



Content-based Graph Privacy Advisor

D. Stoidis, A. Cavallaro

IEEE International Conference on Multimedia 

Big Data (BigMM), December 2022

https://doi.org/10.48550/arXiv.2210.11169

Cardinality of different object types localized in an image

Prior knowledge graph with 

binary co-occurrence of objects

Studying Limits of Explainability by Integrated Gradients for Gene 

Expression Models

M. Bontonou, A. Haget, M. Boulougouri, J. Arbona, B. Audit, P. Borgnat

https://arxiv.org/pdf/2303.11336v1.pdf (Under review, 2023)

Phenotype prediction from gene expression data

Logistic

regression

Multilayer

perceptron

BA   ( ) 93.2 % 94.7 %

PGI  () 0.957 0.957

PGU () 0.003 0.020

Good practices for evaluating explanations

Performance metric
Balanced accuracy (BA)

Explainability metrics
Prediction gaps on important (PGI) 
and unimportant features (PGU)

XAI: Feature attribution

Image privacy classification

Software and models:
https://github.com/smartcameras/GPA

https://doi.org/10.48550/arXiv.2210.11169
https://arxiv.org/pdf/2303.11336v1.pdf
https://github.com/smartcameras/GPA


Reframing the narrative of privacy through system-thinking design

L. Ferrarello, R. Fiadeiro, R. Mazzon, A. Cavallaro

Design Research Society Conference (DRS), June-July 2022

https://doi.org/10.21606/drs.2022.620

https://www.visualeaks.org/youandyourimages/

Methods
Interfaces

End-user
expectations

Uncertainties

Insights

Uncertainty reducers

Insight creators

Actionable knowledge End-users

Introducing Alternative Value Proposition Canvases for Collaborative and 

Blended Design Thinking Activities in Science and Engineering Education

D. Gillet, I. Vonèche-Cardia, and J. La Scala

IEEE International Conference on Teaching, Assessment, and Learning for 

Engineering (TALE), December 2022

https://infoscience.epfl.ch/record/297198

User-centered design of interfaces for explainability:

privacy protection, system genetics, education

Explainability Value Proposition Canvas (xVPC)

Experiential dialogue between people and algorithms to 

stimulate the adoption of privacy-preserving behaviours

Privacy Awareness

https://doi.org/10.21606/drs.2022.620
https://www.visualeaks.org/youandyourimages/
https://infoscience.epfl.ch/record/297198


Full list of publications at: graphnex.eecs.qmul.ac.uk/publications.html

Harmonic analysis on directed graphs and applications: 

From Fourier analysis to wavelets

H. Sevi, G. Rilling, P. Borgnat

Journal of Applied and Computational Harmonic Analysis, 2023

https://doi.org/10.1016/j.acha.2022.10.003

A Simple Way to Learn Metrics Between Attributed Graphs

Y. Kaloga, P. Borgnat, A. Habrard, 

Learning on Graphs Conference (LoG), 2022

https://proceedings.mlr.press/v198/kaloga22a.html

Elements of Optimal Transport theory

& few trainable parameters

Learn an appropriate distance to improve 

the performance of simple classification algorithms
Efficient mathematical & computational approach

for large and growing graph-data

with random walk operator

Simple Graph Metric Learning Model (SGML) Harmonic analysis on digraphs

https://graphnex.eecs.qmul.ac.uk/publications.html
https://doi.org/10.1016/j.acha.2022.10.003
https://proceedings.mlr.press/v198/kaloga22a.html


Victoria & Albert Museum (London, UK)

Friday Late event & 

Digital Design Weekend 2022

600+ registrations, 80-200 attendees/talk

GraphNEx talks:

• Using Explainable AI to Decipher Biological Rules 

• GraphNEx XAI canvas

2,000+ attendees at both events

100 participants to the “You and your images” 

demo activity for privacy awareness



Come and see our three posters!
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Watch the video demo: 

https://youtu.be/LR9Q_KTAhOs

https://youtu.be/LR9Q_KTAhOs
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